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General deep learning process

Dataloading

1. Load raw data
2. Preprocess data
3. Gather data samples into batches

Model training

1. Load data batch onto GPU
2. Perform model forward pass and loss computation
3. Perform backpropagation to update model parameters



Dataloading

Data workers run on CPU 
cores

Runs asynchronously 
while model training is 
done on GPU
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Distributed training



Distributed training



Videos

Sequences of image frames

Store key frames and “deltas” between 
key frames to achieve storage  (lossy) 
compression

Enable learning temporal information, 
motion, object behavior, world models



Video datasets

Kinetics400: clips of human actions

Walking Tours: walking city tours

SomethingSomething: clips of human 
actions

Ego4D: egocentric daily life videos

BDD100K: driving dashcams

Waymo Open: driving camera videos



Video datasets sizes

For reference, ImageNet is 1.3M images of size ~470x390



Example: WalkingTours



Epic-Kitchens



Example: Waymo Open



Working with video data

Storage - time tradeoff:

1. Videos are compressed stacks of images
2. It takes time to decode videos into data arrays

Frame sampling

1. How much time in-between frames?
2. What level of temporal granularity do you care about?



Frame sampling



Video learning demo



Video Tokenization



V-JEPA


